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Abstract: Our subject aims to analyze the role of capital in the management of the West African Economic 
Monetary Union (WAEMU) banks in order to assess the appropriateness and relevance of the implementation of 
the new capital requirements. 
 
HENRI FAYOL introduces the uniqueness of management and presents the business administration function 
which he delimits in five operations (foresight, organization, command, coordination, control). 
 
The objective of our study is to show the significant impact that the missions of the BCEAO can have. 
Researchers continue to take an interest in financial intermediation by examining the functioning of credit 
institutions, on the one hand motivating their indispensable roles in the economy, on the other hand, for reasons 
of simplification. In addition, survival models allow the estimation of the time required for bank failure, 
information which may prove useful for banking supervision. The structure of the BCEAO banking market 
influences the survival of banks and the study paves the way for future research that can explore the role of 
institutions or governance in the survival of West African Economic Monetary Union (WAEMU) banks. 
 
Keywords:  Management, Commercial Bank, West Africa, BCEAO. 

INTRODUCTION: 
The management term comes from English to manage (direct) but was borrowed from the Italian meaning 
Managgiare handle, manage, operate. In French management management was wrongly translated (to manage). 
Indeed, for many author: we manage things but directs (manage) people. 
 
Management can be defined as "Knowing exactly what you want that staff and ensure that it does so in the best 
way at the lowest cost. "(Taylor). 
 
Historically, two extreme schools of thought will oppose: the classical school (Taylor, Ford, Fayol, Weber) who 
will attempt to make management a universal science by seeking the best way to manager while for other theorists, 
which Mintzberg, management is a complex art coexisting multiple practices determined by many factors. 
 
Management must allow to keep control of the company to ensure the achievement of defined objectives. 
 
Several internal and external factors undermine the coherence and cohesion within the company; the manager 
must take into account to prevent them away now its purpose. 
 
The father of management is that this HENRI FAYOL without defining the function of administration of 
companies that defines five operations: insurance (planning), organization of command, coordination and control. 
In the distinction he made between these six objectives functions, Fayol already introduced the singularity of 
management, "while other functions involve the material and machinery, the administrative function only works 
on the staff." A manager sets goals for the company. 
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CONTEXT 
 
The UEMOA is composed of 8 countries that use the CFA franc as its currency. In this space, we like Central 
Bank (BCEAO), which is responsible for several missions. Within this union, are companies, banking institutions, 
microfinance in which the will to make productive and profitable activities require a managerial policy that will 
make them competitive in the WAEMU area. 
 
 
Commercial banks have their reservations to the BCEAO and it has a say in the accounts of these banks. 
However, banks are still the engine of modern economies. Criticized and confronted with the decision making 
risky future, they are too often disregarded the general public and policy makers. Over the last thirty years, they 
have undergone a profound transformation of their organization. 
 
Although banks are sometimes described as "industry" for mass treatment (payment instruments, electronic 
banking, custody of securities, etc.), they are not businesses like any others because of the nature of the benefits, 
services and products offered, by the board and money. They ensuring a genuine public service because, in 
consideration of loans they make to the economy, they create money and ensure define and implement monetary 
policy within the sub regional area in which it belongs as in the case of the BCEAO. The Mint is an expression of 
sovereignty of the meeting of States in the WAEMU zone. The soundness of the banking system is a prerequisite 
important for the effectiveness of monetary policy, financial stability and economic growth. It is in this optics that 
the BCEAO, in its operation acts as a controller, supervisor and regulator of the activities of commercial banks in 
the WAEMU zone. 
 
Which leads us to ask? 
 
What can be the role of the BCEAO in the management of these banks? Or What kind of management the 
BCEAO can instill in different banks to effectively meet their goals? 
 
PRIMARY OBJECTIVE 
Show the significant potential impact of the missions of the Central Bank in the management of commercial 
banks. 

 
SPECIFIC OBJECTIVES 
Show organizational planning that sets up the BCEAO for commercial banks calmly reach their goals. 
Show the extent of managerial policy of the BCEAO 
 
HYPOTHESES 
H1: The management of the BCEAO has a negative incident on the management of commercial banks 
H2: The influence of the BCEAO on the management of commercial banks is limited by its definition framework.  
 
PROBLEM 
What kind of management the BCEAO can instill in commercial banks to confidently achieve their goals? 
 
LITERATURE PAPER  
 
Modern financial theory and especially the literature on banking theory, focused on the reasons for the 
proliferation of derivative products, the development of financial engineering, and development of a risk 
management more scientific. Governments must ensure that institutions give their regulatory framework that will 
not only keep them but also to realize their full potential local and international development. The banking 
prudential regulation should promote fairness, solvency and efficiency of the financial system. As part of the 
reforms of the banking, several approaches, methods and specialized organizations have emerged. 
 
Indeed, the objective of prudential regulation is primarily the assurance of financial stability of the system in its 
entirety and protects depositors in particular. Diamond and Dybvig (2002) discussed the theoretical foundation on 
which is based the authorities to explain the lack of a deposit insurance mechanism may give rise to panic in the 
banking system [. 
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As part of the modern theory of financial intermediation, the most significant explanations for the existence of 
intermediaries like depository institutions are their ability to provide liquidity and improved control services As 
indicated Diamond and Dybvig (2002), the value of banks appear as they provide liquidity and offer depositors an 
implicit insurance against bank runs. By collecting deposits, banks can achieve growth in a competitive market for 
these free resources allow better distribution of risk between the shareholders. 
 
Banks are expected to have more information on their investment projects those depositors. They can learn this 
information but only after paying a control cost. The measures taken for liquidity insurance liabilities represent the 
balance of the side of the bank and those control services represent the portion of the asset. Diamond and Rajan 
(2002) examined this in a model where investors and borrowers account for liquidity. They showed that banks can 
go bankrupt or because they are insolvent or following a liquidity shortage that affects their solvency. 
 
Researchers continue to show interest in financial intermediation by examining the operation of credit institutions, 
firstly motivated by their indispensable role in the economy, the other for reasons of simplification because the 
models are sufficiently complicated to contain different forms of intermediation. In the case of banking, the 
researchers have not yet reached consensus on the fact that the banks should be regulated or not. If so how 
should they be regulated? 
 
Dewatripont and Triole (1994), proposed a rational banking regulations used instead of the agency problem with a 
separation between owners and managers, as well as the inability of depositors to monitor banks. The starting 
point of their argument is that banks are dealing with problems of moral hazard and adverse selection. Indeed, it is 
important for investors to have control over the bank, but it is expensive and requires access to information and 
that bank debt is mainly held by unsophisticated depositors with a lack of necessary information for a more 
effective control. 
 
METHODOLOGY 
 
The goal set by this study is to analyze the role of equity in the management of WAEMU banks to assess the 
timeliness and relevance of the implementation of the new capital requirements. In other words, the paper 
attempts to analyze to what extent the new capital requirements can influence in a positive or negative sense 
determinants of survival of banks. The starting point of our methodological approach is the identification of the 
main determinants of survival of WAEMU banks from statistical and econometric methods. To this end, we 
mobilize survival models (or duration) that are in this context more appropriate than traditional classification 
techniques, such as discriminant analysis and binary choice models (logit and probit). Unlike other methods, 
parameter estimation of banks' survival determinants can be made from semi-parametric survival models that do 
not require a specific hypothesis formulation on the distribution of the life of banks. Second, survival analysis 
provides a continuous time analysis of the probability of bank failure. Third, both data survival analysis provides a 
continuous time analysis of the probability of bank failure. Third, both data survival analysis provides a 
continuous time analysis of the probability of bank failure. Third, both data 
 
Complete the censored data on the lifetime are easily incorporated into this approach. Moreover, unlike other 
available techniques, survival models allow the estimation of the time required for bank failure, information that 
can be useful for banking supervision. 
 
Finally, analysis of survival is a more flexible method to analyze the determinants of a bank failure regression by 
ordinary least squares (OLS) because the latter requires a proxy of bank failure or insolvency risk such as z-score. 
The major drawback of a regression on the z-score is the latter being a proxy, does not receive information on the 
current failure event. Also, the calculation of z-score requires having information on a sufficient period of time for 
each bank, which, in this study, would eliminate sample several newly established banks. 
 
I. ANALYSIS OF SURVIVAL 

Survival analysis is a statistical technique to model the time to an event occurring (bankruptcy, death, find a job 
etc.), given a set of determining factors. It is based on the concepts of survival function (survival function) and the 
hazard function or the failure rate (hazard function). 
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Suppose the WAEMU banks go bankrupt in a given time interval, or (0, 𝑇). Let𝑇 ≥ 0 lifetime, a random variable 

with probability density function 𝑓 (𝑡) and 𝑡 a particular value of 𝑇. The random variable distribution function𝑇 

continuous assumed is defined by: 𝐹(𝑡) = 𝑃 (𝑇 ≤ 𝑡) = (1)∫ 𝑓(𝑢) 𝑑𝑢
𝑡

0
 

The survival function (𝑡) Is the probability of surviving beyond the period 𝑡. It is formalized by:(𝑡) = 1 - 𝐹(𝑡) = 

𝑃(𝑇 > 𝑡) (2) 

The probability 𝑝 failure of a bank in the time interval (𝑡, 𝑡 + 𝑑𝑡) Given that it has survived to the period 𝑡 is 

defined by: 𝑝 = (𝑡 ≤ 𝑇 < 𝑡 + 𝑑𝑡|𝑇 ≥ 𝑡)  

The survival analysis is more interested in the hazard function or the failure rate ℎ(𝑡) Which represents the 

instantaneous probability that a bank is failing at a time 𝑡 given that it has survived for all periods before 𝑡, is  

h (t) = lim
𝑑𝑡→0

𝑃(𝑡 ≤ 𝑇< 𝑡+𝑑𝑡|𝑇≥ 𝑡)  

𝑑𝑡
 = = 

f(t)

1 − F(t)

f(t)

S(t)
 

 
In the literature, three types of approaches are used in survival analysis: nonparametric approach, parametric and 
semi-parametric. The nonparametric approach to estimate and represent the survival function when no hypothesis 

is not admissible on the distribution of𝑇. The estimator of the survival function as used in this context is the 
Kaplan-Meier (1958) also known as the estimator product-limit. This estimator is the estimator of the 

nonparametric maximum likelihood𝑆(𝑡). It integrates information from all available evidence, both censored and 
non-censored, because survival to any point of time is seen as a series of steps defined by survival times and 

censored durations observed. Thus, at any particular point of time𝑡The number of banks in operation is the 

number of at-risk banks. If we stand by, respectively𝑁𝑖 and 𝐷𝑖 the number of banks at risk and the number of 
failed banks, the strictly empirical estimate of the survival function is given by: 

Ŝ (t) = ∏ [
𝑁𝑖−𝐷𝑖

𝑁𝑖
] 𝑡𝑖<𝑡  (5)  

Parametric survival models require accurate assumptions about the distribution of the duration 𝑇. Assuming that 

the failure rate does not vary over time,ℎ(𝑡) Is a constant ℎ, Which is the characteristic of a memoryless process. 
In this case, the probability of failure in the next period does not depend on the bank's survival time. From the 
above definitions, we obtain a simple differential equation. 

ℎ (𝑡) =
f(t)

S(t)
 = = H (6)−

dln S(t)

dt
 

Using the condition (0) = 1 or(0) = 0, the solution to the differential equation (6) is given by: 

𝑆(𝑡) = Exp (-ℎ𝑡) ⟹ 𝐹(𝑡) = 1 - exp (-ℎ𝑡) (7) 
 

This solution corresponds to an exponential distribution of the variable 𝑇. In other words, if the variable𝑇 an 
exponential law then the failure rate is constant over time. 
 
A distribution whose risk rate is increasing slope (decreasing) is characterized by dependence on the positive 
duration (negative). The choice of an exponential distribution can be misleading if the failure rate depends on 
time. Faced with this problem, literature offers a plethora of distributions: Normal, Lognormal, Weibull, Weibull 
generalized, Gamma, logistics, Log-logistic, Gompertz etc. A limitation of previous specifications is that external 
factors do not play a role in the distribution of survival. The addition of regressors the duration models is simple. 

Considering a vector𝑋 of 𝑘 regressors that affect the survival of banks, the failure rate is interpreted as the 

instantaneous probability that a bank is failing at a time 𝑡 given that it has survived for all periods before 𝑡 

conditional on 𝑘regressors. Formally, the failure rate can be rewritten as follows: 

ℎ(𝑡|𝑋) = lim
𝑑𝑡→0

P(t ≤ T < 𝑡 + 𝑑𝑡|𝑇 ≥ 𝑡,𝑋)

dt
 = 

f(t|X)

1 − F(t|X)
(8) 

The third duration model category uses the semi-parametric model Cox proportional hazard (1972). The main 
advantage of the semi-parametric approach is that it makes no assumptions about the probability distribution of 

the variable𝑇, Making the robust estimates. The failure rate or the hazard function of the proportional risk model 
of Cox (1972) is specified as follows: 

ℎ (𝑡|𝑋) = ℎ₀(𝑡) Exp [∑ βiXi𝑘
𝑖=1 ] (9) 

 

orβ𝑖 are unknown parameters that represent the sensitivities to the variables of interest, ℎ₀(𝑡) Is the common basis 

of risk function in all banks that are not supposed to follow any distribution. The variables𝑋𝑖act multiplicatively 

on the failure rates. An estimatedβ𝑘 > 0 indicates an increase in the variable 𝑋𝑘causes an increased risk of failure 
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and a reduction in the bank's survival time. Specifically, a one-unit increase in the explanatory variable𝑋𝑘 leads to 

an increase in percentage of the failure rate of the order of 100 × [exp (β𝑘) - 1] so that the coefficients β𝑘 

represent semi-elasticities of the failure rate to a variation of the factor 𝑋𝑘. 
 
In this study, we mobilize firstly nonparametric approach to estimate and describe the unconditional survival 
function of WAEMU banks by the Kaplan-Meier (1958). To prevent incorrect specification of the distribution of 

the variable𝑇The model Cox proportional hazard (1972) will be used to estimate the effects of the explanatory 
variables on the risk of bank failure. The parametric models will be made to check the robustness of the estimates 
of the semi-parametric approach. 
 
II. THE VARIABLES 
 
In survival analysis, the dependent variable is the failure time, that is to say the length of time that a bank was or is 
active. For banks in operation, it is the difference between the current year and the year of establishment. For 
banks that have failed, it is the difference between the last year for which financial statements are available and 
year of establishment. The bank failure is captured by a dummy variable that is equal to 1 during the year when the 
failure occurred and 0 if it is 0 for surviving banks for all sampling years. A bank is considered failed when it files 
for bankruptcy or its authorization was withdrawn by the banking supervisor. The case of dissolution, liquidation, 
merger and acquisition / absorption is also considered bankruptcy (Heffernan, 2005). Also, banks under 
temporary administration to the sampling date are also supposed failed. Indeed, they are regarded as banks would 
have gone bankrupt without the intervention of the banking supervisor or state. 
 
Literature is emerging consensus that the predictors of bank failure are the combination of external variables 
taking into account the economic environment in which banks operate and internal or micro banking variables. 
Thus, the variables used in this study can be divided into three categories: (i) micro banking variables reflected in 
the financial statements and those related to the banking market structure, (ii) the indicator variables related to the 
ownership structure of the bank and (iii) macro variables. 
 
For bank variables, the choice is inspired by prudential CAMELS rating system (Capital, Asset quality, 
Management, Earnings, Liquidity and Sensitivity to market risk). The variable of interest in the study, the equity 
ratio is measured by three indicators percentage: funds own workforce on total assets (EPF), basic equity on total 
assets (T1) and hard own funds in the total assets (CET1). The first ratio is used in the basic estimated while the 
latter two are used in robustness. These ratios aim to impose on shareholders of banks to maintain a minimum 
capital to face the risks in case of bankruptcy (according to the old and the new standard). 
 
In this study, the effective capitals are composed of core capital and supplementary capital. Basic own funds 
consist of core capital and own additional funds. The core capital is the better component of equity for the 
continuity of operations of the institution. The total assets are unweighted risk in the absence of detailed 
information on the various assets in the portfolio. The expected signs of the coefficients of these variables are 
negative following the idea that the risk of failure decreases when capital ratios improve. 
 
We consider the ratio of net loans in total assets (CTA). Budget allocation is the main activity of WAEMU banks. 
This is a risky activity that banks have some expertise in monitoring the risk associated with lending. Under the 
assumption of a careful selection of credit records, an increase of this ratio should have a positive impact on the 
survival of banks. Otherwise, an increase of this ratio increases the risk of deterioration of the bank's portfolio. 
This ratio also captures the degree of diversification of sources of income of the bank, a high ratio is indicative of 
a low level of diversification. The expected sign of the coefficient for this variable is ambiguous in theory. 
 
We try to capture the credit risk effect by introducing into the model the bank portfolio deterioration rate (TDP). 
It is the ratio between gross nonperforming loans to total gross loans. Without individual data banks, we 
appreciate the banks' credit risk from data aggregated by country2. The expected sign of the coefficient of this 
variable is positive following the idea that rising NPLs reduced life expectancy banks (Gonzalez-Hermosillo et al., 
1997, Caprio and Klingebiel, 2003). 
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We would also account from the general expenses in the total expenses (FRG). A low level from the overhead can 
mean good cost control which helps to increase the profitability of the bank and thereby ensure the sustainability 
of its activities. 
 
On the other hand, banks with high overheads may be tempted to choose riskier assets by estimating be able to 
better monitor which contributes to a higher risk of failure. However, a high share of overhead expenses in can 
have a positive effect on the survival of banks to the extent that these costs can boost the productivity of banks 
and hence their profitability (Ben Naceur, 2003). Moreover, in the interest of profit maximization, banks tend to 
incur additional operating expenses, justifying the change in the same direction between the general bank charges 
and the return on assets (Bashir, 2000). The effect of this variable on the risk of failure is unknown in theory. 
 
According to the literature, we also include in estimates profitability indicators (Powo, 2000 and Dabos and 
Escudero, 2004). Next microeconomic theory, a non-profitable company can permanently stay on the market. 
The ROE variable represents the return on equity. The share of banking market (PDM) is also taken into account 
(and Bikker Haaf (2000); Cihak and Hesse (2010)) in the next estimates the idea that the life of a bank is reduced 
as its market share is shrinking. A negative sign is expected for the coefficients of these variables. The market 
structure is taken into account through the CR5 ratio (the market share of the top five banks) or the concentration 
index Herfindahl-Hirschman Index (HHI). In the UEMOA zone, Ouedraogo (2012) showed that banking 
concentration is changing along with the profitability of banks. A positive sign is expected for the coefficient of 
this variable. 
 
Under dummies, we introduce four variables (GRP PUB, ETRA, GRB) to control the ownership structure of 
banks. GRP variable is a dummy variable that takes the value of 1 if the bank belongs to a banking group and 0 
otherwise. The PUB variable is a dummy variable that takes the value of 1 if the state holds more than 50% stake 
in the bank and 0 if it is a private bank. The ETRA variable is a dummy variable that takes the value of 1 if more 
than 50% of the bank's capital is held by foreigners and 0 otherwise. Referring to previous empirical studies, we 
expect that foreign shareholdings and are private bankruptcy risk reduction factors and public ownership a 
bankruptcy risk factor (Iannotta et al (2007). Nicolo and Loukoianova (2007); Laeven and Levine (2009); 
Tanimoune (2009)). The GRB is a dummy variable that takes the value of 1 if the bank is a major bank (total 
assets exceeding 100 billion) and 0 otherwise. As indicated by Beck et al. (2013) and Heid et al. (2004), the size of 
bank assets could influence the decisions of capitalization and the risk of failure. The big banks can benefit from 
an implicit insurance because they are perceived as too big to fail and thus increase the risk of their assets. The big 
banks could also benefit from economies of scale that promote their profitability. The sign of the coefficient of 
the GRB variable is ambiguous in theory. The GRB is a dummy variable that takes the value of 1 if the bank is a 
major bank (total assets exceeding 100 billion) and 0 otherwise. As indicated by Beck et al. (2013) and Heid et al. 
(2004), the size of bank assets could influence the decisions of capitalization and the risk of failure. The big banks 
can benefit from an implicit insurance because they are perceived as too big to fail and thus increase the risk of 
their assets. The big banks could also benefit from economies of scale that promote their profitability. The sign of 
the coefficient of the GRB variable is ambiguous in theory. The GRB is a dummy variable that takes the value of 
1 if the bank is a major bank (total assets exceeding 100 billion) and 0 otherwise. As indicated by Beck et al. (2013) 
and Heid et al. (2004), the size of bank assets could influence the decisions of capitalization and the risk of failure. 
The big banks can benefit from an implicit insurance because they are perceived as too big to fail and thus 
increase the risk of their assets. The big banks could also benefit from economies of scale that promote their 
profitability. The sign of the coefficient of the GRB variable is ambiguous in theory. the size of bank assets could 
influence the decisions of capitalization and the risk of failure. The big banks can benefit from an implicit 
insurance because they are perceived as too big to fail and thus increase the risk of their assets. The big banks 
could also benefit from economies of scale that promote their profitability. The sign of the coefficient of the GRB 
variable is ambiguous in theory. the size of bank assets could influence the decisions of capitalization and the risk 
of failure. The big banks can benefit from an implicit insurance because they are perceived as too big to fail and 
thus increase the risk of their assets. The big banks could also benefit from economies of scale that promote their 
profitability. The sign of the coefficient of the GRB variable is ambiguous in theory. Demirgüç-Kunt and 
Detragiache (1998) have shown that economic downturns (low GDP growth and high inflation) negatively affect 
the stability of banks. Finally, we introduce the model in two macroeconomic variables to take into consideration 
the state of the economy: inflation (INF) and gross domestic product taken in logarithm (GDP). Indeed, price 
stability is in general one of the objectives sought by many central banks including the UEMOA. Although 
knowing the harmful effects of high inflation, the effects of a moderate level of inflation are mixed (Cordeiro, 
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2002; Athanasoglou et al 2008. Kamgna and al., 2009). Thus, the impact of inflation on the risk of bank failure is a 
function of the level of inflation. 
 
An upward trend in GDP is expected to improve the survival of banks, as the increase in production increases 
business opportunities, revenues and the ability of economic agents to fulfill their commitments. However, in 
times of growth, banks may choose riskier assets and thus be exposed to a higher risk of failure. Nevertheless, we 
expect that GDP growth is a favorable factor for the survival of WAEMU banks. 
 
III. STRATEGY AND VALUATION DATA 

 
Survival analysis is faced with an unavoidable problem: censorship data. It takes many forms and occurs for many 
reasons. The most basic distinction is between censorship left and right censoring. An observation on life is right 
censored if it is known only that it exceeds a given duration. However, it may happen that the event occurred 
before the date of analysis it is not possible to know the exact date. In this case, observation is said censored left. 
That is to say that the real life of the entity is less than the duration of observation. Consider the case of bank 
survival analysis. By the time the data is collected financial statements, some banks are still in business. For these 
banks, the life is right censored, since the observation ends before the bank failure occurs. Since life is defined in 
this study as the actual number of years of activity of a bank, censorship left is naturally avoided. However, right 
censoring is real and has been explicitly supported by the partial maximum likelihood method for estimating 
mobilized model Cox proportional hazard (1972). 
 
Micro-annual bank data comes from banks financial statements 
UEMOA published on the BCEAO website. They cover all 141 commercial banks of the eight UEMOA 
countries observed over the period from 2003 to 2015. The data show the panel not cylindered structure. 
Macroeconomic data from two databases: the real GDP data are from the base World Development Indicators 
(WDI, 2016) of the World Bank and the data of the index of consumer prices (CPI) from the base of statistical 
data of the BCEAO. 
 
IV. RESULTS 

Before presenting the results of the econometric estimates, we make a descriptive analysis of the main variables 
and then describe the unconditional survival function of WAEMU banks. 
 
1. Descriptive statistics 

We calculate the average ratios of some banks survivors and those failed. We then test the equality of means in 
both samples under two assumptions: equal or unequal variances. In connection with paper targets, three 
indicators were used to assess bank capitalization: the core capital (T1) of total assets, shareholders' actual fund 
(EPF) on total assets and core capital (CET1) on total assets. The results of the statistical analysis are presented in 
Table 2 below. They suggest that failing banks can differentiate survivors from reading their characteristics ratios. 
The failing banks have negative capital ratios, on average -0.84% against 10, 64% for banks 'healthy' when the core 
capitals are considered. This difference is statistically significant at 1% regardless of the assumption on the 
variances of the two samples. This conclusion remains unchanged when basic capital (-1.38% against 10.68%) and 
own workforce funds (-1.39% against 10.94%) are considered. This result provides an initial illustration of the 
importance of the role of capital in the survival of WAEMU banks. The failing banks differ from surviving banks 
by their negative returns. Indeed, the statistics in Table 2 show that the return on assets (ROA) and return on 
equity (ROE) are negative on average for failing banks (-0.0650 and -0.3070 respectively). The differences are 
significant profitability to an error risk of 1%. The z-score indicator that measures the default risk is higher for the 
surviving banks reflecting average low default probability of surviving banks. 
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In addition, Table 2 shows that failing banks are less efficient in the management of overheads that surviving 
banks. Moreover, they have on average three times more market share than the surviving banks. The employment 
structure shows that the share of loans to customers in total assets was 55.17% in the surviving banks against 
52.80% in failing banks. This difference is significant at 5% under the assumption of unequal variances and 
meaningful to 11.78% under the assumption of equal variances. 
 
We then describe the unconditional survival function of WAEMU banks by using the Kaplan-Meier (1958). We 
perform a graphical comparison of survival functions by bank category. The probabilities of econometric tests of 
equality of survival functions (Wilcoxon test) are plotted on the graphs. The results are shown in Figures 1 to 6. 
Figure 1 presents the bank survival function WAEMU surrounded by her confidence interval 95%. It shows that 
the banks' survival rate after five, ten and twenty years is 98%, respectively, 86% and 75%. Chart 2 shows that the 
survival of private banks is better than that of public banks from fifteen. However, this difference was not 
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significant (p = 0, 4323) when considering the whole life. The survival function of commercial banks dominates 
the financial institutions from the twelfth year (Chart 3). However, the assumption of equality of survival 
functions is dismissed with a critical probability of 0.2203. 
 
Belonging to a banking group, does not seem to make a difference in survival of banks (Chart 4). At 16.7% error 
risk, foreign banks have a higher probability of survival than the national banks (Chart 5). On the Chart 6, the 
shape of the large banks survival curve is fundamentally different from that of small banks. This significant 
difference at 1% risk reflects the risk borne by the small banks that have less chance of survival than the major 
banks. This result is in line with that of the equal market share test of the following banks and those failing (Table 
2). 
 
2. Estimation Results 

The results of empirical estimates of equation (9) from the maximum partial likelihood method are presented in 
Table 3 below3. The variables are introduced gradually into the model to assess the contribution of the different 
variables (columns [1] to [7]). Column [1] provides estimates when micro-banking variables are retained. From this 
baseline estimate, we add dummies (columns [2] to [5]). Macro conditions are then introduced into the estimates 
(columns [6] and [7]). Column [8] shows the coefficients of the full model estimates with all variables. The Wald 
test statistics show that the overall quality of the adjustment is higher when macroeconomic conditions are taken 
into account (column [7] and [8]). The coefficients of the variables of the study have expected signs. However, 
only a few are statistically significant at conventional levels. 
 
Table 3 shows overall that the variable of the study of interest, the capitalization ratio (EPF), is significant with a 
risk of error of 1% in all regressions. The negative sign of the coefficient associated with this variable indicates 
that the ratio of capital positively influences the survival of WAEMU banks. In other words, the more a bank is 
capitalized over the default risk is contained. Indeed, the erosion of equity questions the liquidity and solvency of 
the bank. The latter will struggle to refinance on the interbank market and to meet its deadlines. Without 
regulatory intervention, repetitive cash tensions will result a banking panic because of the fear of depositors of the 
insolvency of the bank, which ultimately precipitate its collapse. 
 
The full model (column [8]) suggests that a unit increase in the ratio of own funds causes a reduction of 2.40% 
(100 × [exp (-0.0243) - 1]) of the probability failure. This result corroborates the findings of tests comparing 
averages of capital ratios of surviving banks with those failing banks (Table 2). They are in line with the empirical 
results of Powo (2007) Dannon and Lobez (2014) found that for the WAEMU zone that regulatory capital ratios 
help to reduce the risk of bank failure respectively over the 1980-1995 period and 2000-2010. 
 
Market share and banking concentration promote the survival of banks. Commercial banks are grabbing 
significant market share have a higher probability of survival. An increase of one point of market share increases 
the survival probability of 16.03%. On the most concentrated banking centers of the zone banks are more likely to 
survive. A one-point decrease of the concentration ratio reduces the likelihood of survival of 7.9%. Portfolio 
quality is a significant determinant of the survival of banks. 
 
The coefficient for this variable is significantly positive in all regressions at conventional levels. This result 
suggests that the life expectancy of a bank depends on its ability to select credit records by adequate tools. Indeed, 
in the absence of real guarantees, downgrades in debt outstanding induce the formation of provisions that erode 
bank capital. The coefficient for this variable (0.0181) implies that a one point increase of this variable increases 
the average default probability of the order of 1.79%. The ratio of net credits in total assets (CTA) is significant at 
10% with a negative sign. This result, as expected, in line with those of Powo (2000) Dannon and Lobez (2014). 
The higher the ratio, the greater the risk of failure is contained. 
 
As regards the effects of macroeconomic variables, we observe that the increase GDP taken in logarithm is 
associated with a lower risk of failure. The coefficient for this variable is significantly negative 10%. This result, in 
line with our expectations and previous empirical studies [ Demirgüç-Kunt and Detragiache (1998); Powo (2007); 
Dannon and Lobez (2014)], indicates not only that banks choose less risky assets during periods of economic 
growth, but that improved income increases the ability of economic agents to fulfill their commitments (Jokipii 
and Milne 
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(2008); Houston et al. (2010)). Inflation has proved detrimental to the banking business in the UEMOA. Its 
coefficient is positive and significant risk to an error of 10%. A one-point drop in the level of inflation increases 
the average survival probability of banks of around 12%. 
 
We re-estimate equation (9) by delaying micro-banking vary from one, two and three times to identify variables 
that predict a maximum three-year horizon the probability of failure or survival of a bank. The results are 
presented in Table 4 below (column [3] to [8]). They show with statistical significances from 5% to 1% as capital 
levels explain the probability of survival or failure on a maximum time horizon of three years in advance. We test 
the robustness of our results avantde present their implications. 
 
3. Tests of strength 

We subject our results to three types of robustness tests. First, we use alternative micro banking variables. 
Regarding the variable of interest, we propose the use of core capital (T1) and core capital (CET1) instead of own 
staff fund (EPF). Then we use the Herfindahl-Hirschman Index (HHI) in lieu of the CR5 index to capture the 
banking market structure. We also introduce in estimates z-score variable which is a measure of the recognized 
banking fragility in the literature (Roy (1952), Blair and Heggestad (1978), Boyd and Graham (1986) Goyeau and 
Tarazi (1992) Cihak and Hesse (2010); Maechler et al (2007)).. Estimation results are shown in Table 4 (column [1] 
and [2]). They show that the use of alternative measures do not alter the main conclusions. The capital ratios, the 
market share of the bank and inflation are significant at a risk of error of at least 5%. 
 
The second robustness test focuses on the variable of interest: the capital ratio. It builds on the analysis of end 
terminals (Extreme Bounds Analysis (EBA)). The main idea of the extreme analysis is simple terminals. This is 
estimating equation (9) retaining the vector of explanatory variables the variable of interest with all possible 
combinations of other control variables including gradually until the complete model. 
 
When the variable interest shown statistically significant in a sizeable proportion of the estimated models, it is 
declared robust, otherwise it is described as fragile. If the upper and lower end terminals have the same sign, the 
variable is called robust in the sense of Learner (1985). The chosen decision rule in approaching Sala-i-Martin 
(1997) is defined as follows: the variable is declared robust if the cumulative density function evaluated at zero is 
greater than 95% (CDF (0)> 0, 95). Otherwise, it is fragile. The method of analysis of end terminals (EBA) is 
presented in detail in Appendix A. 
 
In total 159 possible combinations was the basis of estimates. The results of these approaches are presented in 
Table 5 below. The results of this analysis show that, under Learner (1985), the equity ratio is a robust determinant 
of survival of commercial banks in the WAEMU since the two end terminals are of the same negative sign. Both 
approaches Sala-i-Martin (1997) confirm this result. 
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Third, we test the robustness of our results to the survival analysis approach. Indeed, the results derived thus far 
are based on the proportional risk model of Cox (1972) in a semi-parametric approach. The findings of our 
econometric analysis are they valid when the parametric approach is used? To answer this question, we take the 
estimates on the assumption that the banks lifetime follows a specific distribution. Three distributions are tested in 
this paper: the exponential distribution, Weibull and Gompertz. The failure function and the associated survival 
function 
 
These distributions are presented in Table 6 below. 
 

 
 
The estimation results following the parametric approach are presented in Appendix B 
Tables 7, 8 and 9. They are in line with those obtained with the Cox model (1972): the equity ratio, market share 
and GDP positively influence the survival of banks, while the deterioration of the credit portfolio increases the 
risk of bank failure. The coefficient associated with the CR5 variable is significantly negative (Tables 7, 8 and 9; 
column [8]) suggesting that more banking activity is concentrated in a small number of banks, the risk of failure is 
reduced. The different sensitivity tests show overall that our main results are immunized against the use of 
alternative variables and the choice of the approach of analysis. The analysis of end terminals (EBA) validates the 
 Robust character of the variable of interest in the study. 
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4. Implications of results 

What are the main implications of the results of this research? Are the new capital standards relevant? The results 
of our various estimates show the relevance of the new standards on several points. First, our results showed the 
crucial role played by equity in the survival of WAEMU banks and the need of their frames by regulators. To the 
extent that the capital ratios of banks predict survival probability over a period of one to three years, they are 
leading indicators in monitoring banks, in setting up warning systems and early in the implementation of stress 
tests. In this direction, An important innovation of new clean resides capital standards in the development of a 
battery of ratios depending on the quality of the components of equity (CET1, T1 and PEF) and different 
cushions (conservation, countercyclical, systemic and leverage ratio). The extension of the risks covered the 
operational and market risks are likely to preserve the survival of banks in case of occurrence of these risks. The 
gradual evolution of thresholds for different capital ratios by the year 2022 is an additional lever of the soundness 
of the banking system. The implementation of the new capital standards coupled with the raising of the minimum 
capital of banks in the area should eventually have a positive effect on the survival of banks in the area. 
 
Secondly, estimates have shown that the portfolio deterioration rate also plays a major role in the survival of 
banks. This result implies that particular attention should be paid to portfolio quality under the supervision of 
banks. To this end, the new prudential framework, unlike the old was revealed relevant in terms of its flexibility 
vis-à-vis the differential treatment of banks depending on the quality of their portfolios. Indeed, in the context of 
risk weighting, the BCEAO reserves the application of higher risk weights to when the rate of deterioration of the 
bank's portfolio exceeds two consecutive quarters to set a threshold (BCEAO, 2017) . This statement aims to 
encourage banks to strictly monitor the quality of their portfolios to minimize défaillance4. The significance of the 
market share also suggests that regulators WAEMU will also pay more attention to small or newly established 
banks with limited market shares. 
 
Third, the strong relationship between economic activity (GDP) and survival of banks suggests enhanced 
supervision of banks during the economic cycle since in a recession the decline in income and repayment 
difficulties can shake the banks. Similarly, in times of overheating of activity, banks may take excessive risks. The 
new standards prove once again relevant insofar conservation cushions are meant to absorb the economic shocks. 
Also, during booms, pillows countercyclical can be activated by regulators to limit excessive risk accumulation by 
banks. Finally, the significant and negative effect of inflation on banks’ survival in the baseline estimates implies 
that the objective of price stability pursued by the BCEAO is in line with the objectives of stability of the banking 
system and prevents financial crises. The low level of inflation in the UEMOA zone has significantly contributed 
to the survival of banks on the study period by creating a favorable macroeconomic environment in the decision 
making of economic agents. 
 
CONCLUSION 
 
The WAEMU monetary authorities initiated the consolidation of the prudential rules applicable to banks in the 
area to converge to the new Basel II and III are effective as of 1st January 2018. The aim is to promote the sector 
resilience, encourage banks to return to fundamentals, strengthen good governance of banks and limit systemic 
risk carried by fragile banks and banking groups. In this context, the new minimum capital requirements are a 
cornerstone of the architecture of the new device. Although WAEMU banks have been more or less spared by the 
2007 financial crisis, 
 
At the dawn of this convergence to international standards, this paper objectively questioned the relevance of 
these new capital standards through the empirical analysis of the survival of the banks in the area. The new capital 
requirements can they promote the resilience of the banking industry in the area and the survival of banks that 
compose it? What roles do the regulatory capital in the survival of WAEMU banks? These questions prove 
important not only to avoid the replication of banking crises in the WAEMU, but considering the substantial costs 
of these crises in a context where the banking system of the region drains most of the savings funds. 
 
From bank failures observed in the 2003 to 2015 area, the paper tried to provide answers to these questions by 
analyzing the main determinants of survival of WAEMU banks to isolate the role of the variables micro banking 
specifically regulatory capital. By using non-parametric duration models, semi-parametric and parametric estimated 
by the partial maximum likelihood method, the study found that banking variables and macroeconomic conditions 
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are the main determinants of survival of WAEMU banks. The equity play an essential role in the survival of banks 
by reducing their so significant probability of bankruptcy. Estimates have revealed that they have an ability to 
predict banking difficulties over a time horizon of one to three years. The structure of the banking market, the 
market share of the portfolio deterioration rate, inflation and economic conditions are the other significant 
variables revealed in explaining the survival of WAEMU banks. The robustness of the results was tested through 
the use of alternative approaches and indicators and analysis of end terminals (EBA). 
 
The results highlight the need for a framework more effective bank capital. In this context, the new capital 
standards are relevant to more than one: (i) the introduction of a series of capital ratios depending on the quality 
of the components, (ii) the establishment of various additional cushions (conservation, counter-cyclical and 
systemic), (iii) the coverage of operational and market risks in addition to credit risk and (iv) the possible 
application of differentiated weightings according to the bank's portfolio deterioration rate. The results call for 
better management of banking institutions with respect to the management of capital and risk-taking. 
 
Also, in phase of recession, the banks' failure probability is higher. These results suggest the one hand the pursuit 
of the goal of price stability by the BCEAO and also increased surveillance of the banks in the different phases of 
the economic cycle in order to enable appropriate time the constitution of different pillows provided by the new 
supervisory device. In addition, estimates have shown that the weakness of the market share is a bank indicator of 
vulnerability. In this regard, the study recommends the special supervision of small and newly established banks 
with limited market shares. Finally, the structure of the banking market of the UEMOA influences the survival of 
banks. The study recommends the inclusion of this parameter in the granting of new licenses to avoid a highly 
competitive banking sector that does not promote the stability and survival of banks. The study paves the way for 
future research may explore the role of institutions or governance in the survival of WAEMU banks.  
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ANNEX A: The extreme terminals Analysis (EBA) 
 
The basic idea of the analysis of end terminals is to test the robustness of a variable in the including in the 
estimates with all possible combinations of control variables. 
 

Following the 𝐾 estimates, the coefficients β   the variable of interest and the associated standard deviations σ̂𝑘are 

collected. The quality indicators of adjustment such as𝑅 square fit (𝑅 ̅ 𝑘 

2) or the likelihood (𝐿𝑘) Are also collected for robustness analysis. In this study, Distributive Wald test (𝑊𝑘) Was 
used to assess the quality of the fit. 
 
There are two extreme bounds analysis versions: a version called binding proposed Learner (1985), which focuses 
on the upper and lower bounds of the estimated coefficients and a more flexible version developed by Sala-i-
Martin (1997). Learner's approach is considered binding because of its strict criteria in the choice of variables. 
Indeed, a variable is declared weak even though it appears robust in all regressions except one. For any given 
explanatory variable, the upper and lower extreme limits are defined as the minimum and maximum values ofβ   ± 

ησ̂𝑘 in the 𝐾 estimated models where ηis the critical value for a given confidence level. For conventional 
confidence level of 95%ηwill be equal to about 1.96. If the upper and lower end terminals have the same sign, the 
variable is called robust. Conversely, if the terminals are of opposite signs, the variable is declared fragile. 
The probability of getting a robust variable following the approach of Learner is low, as shown by several studies 
(Levine and Renelt, 1992; Levine and Zervos, 1993 Sala-i-Martin, 1997). 
 
The Sala-i-Martin's approach (1997) properly responds to the perceived rigor of approach 
Learner. The author proposes an alternative method for the analysis of end terminals that focuses on the entire 
distribution of the estimated coefficients, not just its extreme limits. It assigns a confidence level - the value of the 
CDF (0) - in the robustness of each variable which corresponds to the fraction of the cumulative distribution of 
the variable that is located on either side of zero. Then, a variable is considered robust if a greater proportion of 
its estimated coefficients is the same side of zero. The author proposes two alternatives for its analysis of end 
terminals: a normal pattern, in which the estimated regression coefficients are assumed to follow a normal 
distribution and a generic model, which implies no particular distribution coefficients. To estimate the normal 

model,β  𝑘 and variances σ̂𝑘. 
 

β ̅ =; With = = (10)∑ 𝜔𝑘 �̂�𝑘
𝐾
𝑘=1 𝜎2̅̅̅̅ ∑ 𝜔𝑘

𝐾
𝑘=1  𝜎𝑘

2𝜔𝑘
𝑊𝑘

∑ 𝑊𝑘
𝐾
𝑘=1

 

 

where represents the weights applied to the results of each estimated model. As soon as𝜔𝑘 
the weighted average coefficients and standard errors are known, we calculate function 
Cumulative density measured at zero denoted CDF (0) on the basis of the assumed normal distribution 

Regression coefficients such thatβ ↝ 𝒩(β̅, σ2). 
Regarding the generic model, Sala-i-Martin (1997) proposes to separately estimate 
Cumulative density functions of each model and group them into a density function 
aggregated and evaluated at zero cumulative, CDF (0) which then serve as an indication of the robustness of the 
Variable. It proposes to use the sampling distribution of the estimated coefficients for 44 No. 24 - December 2018 

a CDF (0) Individual written (0 |,) 𝜃𝑘�̂�𝑘�̂�2 
2) for each estimated model. Then it calculates the 
CDF (0) for the overall coefficient β as the weighted average of all the CDF (0) Individual: 

θ(0) = (0 |,)∑ 𝜔𝑘
𝐾
𝑘=1 𝜃𝑘�̂�𝑘�̂�2 
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